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FOOTNOTES

1 Knight, F. H., Risk, Uncertainty and Profit, Houghton Mifflin Co.,

Boston, 1921. But see Arrow's comments: "In brief, Knight's uncertain-
ties seenm to have surprisingly many of the properties ofﬁ ordinary
probabilities, and it is not ;lear hov much is geined by‘the distinction
....Actually, .his uncertainties produce abqut the same reactions in
1:élvicduals as other writers ascribe to risks."” Arrow, K. J.,
"Alternative Approaches to the Theory of Choice in Risk-taking Situation,”

Econometrica, Vol. 19, October 1951, pp. b17. L26.

2 Shackle, G. L. S., Uncertainty in Economics (Cambridge 1955),

v. 3. If this exarple were not typical of a number of Shackle's work,

it would seer aimost unfalr to cite it, since 1t appears so transparently
inconsistent with commonly-observed behavior. Can Shackle really beideve
that an Australian captain who cared about batting first would be

indifferent between staking this outcome on "heads” or on an ace?

> Ramsey, F. P., "Truth and Probability” {1926) in The Foundaticns

of Mathematics and Other Logical Essays, lLondon, 1931; Savage, L. J.,

“he Fourdations of Statiétics, New York, 1951; de Finetti, L., "Recent

Sayestions for the Reconciliation of Theories of Probability," pp. 217-

<15 o1 Preeceedligs of the 3econd (1950) Berkeley Jymposium on Matherstical
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Statistics and Probebility, Berkelsy, 1951; Suppes, P. (see Suppes, P.,
Davidson, D., and Biegel, 8., Decision-Making, Jtanford, 1957). Closely
RELAted approaches, in which individual choice behavior is presumed to be
stochastic, have been developed by Luce, R. D., Individual Choice Behsvior,

Nev York, 1959, and Chipman, J. B., "Stochastic Chcice and Subjective
Probebility,"” in Decisions, Valuss and Groups, ed. Willner, D., New York,
1960. Although the argument in this paper applies equally well to these
latter stochastic sxiom systems, they vill not be discussed explicitly.

4 Mmeey, op. cit., p. 1M.

7 Op. cit., p. 21. gavege notes that the principle, in the form ~f
the rationale above, "cannot appropriately be accepted as a postulate in
the sense that Pl is, because it would introduce new undefined technical
terms referring to knowledge and possidbility that would render it mathe-
matically useless vithout still more postulates governing these terms.”
Be substitutes for it a postulate corresponding to P2 above as expressing
the same intuitive constraint. Ssvage's P2 corresponds closely to
"Rubin's Postulate” (Luce snd Maiffs, Games and Decisions, New York, 1957,
P- 290) or Mlnor's "Columm Linearity" postulate, ibid., p. 297, which
iaply that adding e constant to & colum of payoffs should not change the
preference Wm among acts.

If nunerical probadilities vere assumed known, so that the subject
vere dealing explicitly with known "risks," these postulates would amount
to Samuelson's "Special Independence Assumption" ("Probedbility, Utility,
and the Independence Axiom," Bconometrica, 20, 670-78, 1952) on which

Samuelson relies heavily in his derivation of "von Neumann-Morgenstern
uilities."”
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7Natethstinnowemyw1nﬁtodtochoonbothacolormdm
urn freely; nor are you given any indication beforehand as to the full set
of gambles tbat will be offered. If these conditions were altered (as in
some of H. Raiffa's experiments with students), you could employ randowmized
strategies, such as flipping a coin to determine what color to bet on in

Urn I, which might affect your choices.

anuvwmthootnmJyw1u1W-. In
"real life,” you would probably twrn out to have a profound color prefer-
ence that would invalidate the whole first set of trials, and various
other bisses that would ahow up one by one as the experinentation
Progressed inconclusively.

However, tbe results in Chipmmu‘'s almost identiocal experiment (op.
cit., pp. 87-88) ¢o give strong support to this finding; Chipman's
explanatory hypothesis differs from that prepoeed delow.

9 In order to relate thess chofces clearly to the postulates, let us
change the experimental setting slightly. ILet us assume that the dalls in

Umn I are each aarked witk a I, and the bdalls in Urn II with a II; the
contents of both urns are then dumped into & single urn, vhich then con-
tains 50 Red,, balls, wnwknballl, and 100 Red, and Black, balls in
unknown proportion (or in a proportion indicated only by & smell random
sarple, say, one Red and one Black). The following actions are to be
considered:



100

~0_ 50 S50

Ry By Ry By
I a b b b
II b a b b
IIT b -} e b
IV b b b Y
VYV a 'Y b b
YI b . 'Y s

Iet us assune that a person is indifferent betweer I and II (between
Munsonnxornx), between III and IV and between V and VI. It would
then follov from Postulates 1 and 2, the assumption of a coxplete ordering
of actions and the Sure-thing Principle, that I, II, III and IV are all
indiffevent to each other.

To indicate the nature of the proof, suppose that I is preferred “~
IIX (the person prefers to bet on R, rether than R,;). Postulates 1 and 2
imply that certain transformations ocan be performed on this pair of actions
¥ithout affecting their preference ordering; specifically, one action can
be replaced by an action indifferent to it (P1 -- complete ordering) and
the value of a constant column can be changed (P2 -- Sure-thing Principle)

Thus starting vith I and III and performing such "admissidble tre- .-
formations™ it would follov from Pl and P2 that the first action in each of
the following pairs should be preferred:
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Contradiction: I preferred to III, and I'''' (equivalent to III)
preferred to III'''* (equivalent to I).

10 pmagt, op. ctt., p. 29.
ummmwmmmm, in the spirit

of the above omne:
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Assume that I 1s indifferent t0 IV, II is indifferent to III.
3uppose that I 1s preferred to II; what 1s the ordaring of III and IV?
If IIT is not preferred to IV, F2, the Surevihing Principle is violated.
If IV 1s not preferred to III, F1, coxplete ordering of actions, is
violated. (If III is indifferent to IV, both Pl and P2 are violated.)

12 Lat the utility payoffs corresponding to §100 and §0 be 1, O; let
Pl’ P2, P, be the probabilitiss corresponding toc Red, Yellow, Black. The

3
mcpectedvsluetoactionlilthanr;ton,rz;toIII,P1+P;to
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Iv, rzo !). But thee are no P's, Ptgo; 111-1, Nchthnt?,>?2

ulrl+23<r2+r3.

L semuelacn, P., "Probebility and the Attempts to Measure Utility,"
The Zoonaaic Mavisv (Tokyo, Jepen), July 1950, pp. 169-170.

To test the predictive effectiveness of the axioms (or of the alter-
pate decision ruls to be proposed in the next section) in these situations
controlled experimentstion is in order. (Bee Chipmen's ingmnious experimen
op. cit.) But, as Savage remerks (op. cit., p. 26), the mole of interroga-
tion implied hare and in Savage's Yook, asking "the person not how he fe...
but vhat ke wuld 40 in such and such a situation” exd giving him emple
opportunity to ponder the implications of his replies, sesms quite appropr-
ate in wighing "tho theory's more importent normstive interpretation. ’
Moreover, these non-experimental cdesrvetions cen have st lseist negative
ampirical isplicetions, since there is a presuption that people Vize
instinetive cholces violate the Ssvage axioms, and o claim upon further
reflsction thet they do 208 Wggt 0 obay them, do not tend to obey them
oumally in such eitussiens.

1 1 one Wioes decistons vere based on “regrets” could violate the
Sure-thing Principle, since all oonstent colaams of payoffs would transform
¢ @ colamm of O's 4in terms of "regret”; on the other hand, such a person
would violate Fl, compiste oxdering of stretegies.

*> ges Cutgmen, cp. eit., pp. 75, 93. Chipman's importemt work in
this swrea, done independently and largely prior to mine, is not discussed
here since it cmbodies a stochastic theory of choice; its spirit is
othe vise closely similar to that of the present spproech, and his experi-
mental results are both pertinent and favorsble to the hypotheses below
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(though Chipman’s inferemces sre somsvhat &ifferent).

See also the cammsntts by K. Geczgescu-Roegn on notion of
"credidility,” a comocept identical to "mmbiguity” in this peper: "The
Iatare of Expectation snd Wncertainty,” in Bxpectstions, Uncertainty, end
Business Behgrigr, ed. Mary Bcwasm, Social Scisnce Ressarch Couneil,
Nev York, 1558, pp. 20-26; snd "Choioce, Rpectations end )easredility,”
Quarterly Journal o Beonaomics, Vel. LXVIII, No. 4, November 1954,
PP. 5271-530. Thase highly pertinsmt articles came %0 wy attemtion only
after this paper had gone to the primter, alloving no spece for comment
here.

mi-n.,g.g_t..,p. 57-58, 59. Savege later goss %o fur as to
suggest (ap. cit., pp. 168-159) that the “ewra of vagumess” attached to
ey Juigmants of perssnal probehdility night lead %0 aystemstic violations
of his axions, ulthough the deeisien e he diseussess as alterustive--
ainingxing regret--esmast, o8 amnticnsd in festaste 14 ahowe, acommt for
the behavier {a cuwr enamples.

T maign, . alt.s 9. 81,

1 mie cstruliets the asmerttens ¥y Catgnen (gp. git., p. <8) and
Georgescu-foegem ("Chelos, Ripestations end Meammebility,” pp. 527-530),
and "The Nature of Bpectetion end Mnesrtainty,” p. 25) that individualo
order uncertalnty-situstions lexicegruphically in terms of estimated
expectation and "credibility” (mbiguity); ssbiguity eppears to influence
choice even vhen estimated expectations are not equivalent.

19 mis rule 1s based upon the comoept of a "restricted Bayes
solution” developed by J. L. Hodges, Jr., and E. L. Lelmann ("The Uses of
Previous Experience in Reaching Statistical Decision,” Annals of
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Mathematical Statistics, Vol. 23, No. 5, Ssptamber, 1952, pp. 396407
The discussion throughowt Section III of this peper derives heevily from
the Nodges end leimann argmant, although their spproach is motivated end
refiionalised somnvhet differestiy.

See also, L. Burvics, ‘Some Specification Problams and Applications
to Becnometric Models,” Joomometrice, Vol. 19, No. 3, July, 1951, pp.
343-344 (abstract). This dsals with the cars sort of problem end presents
a "gmerelised Jgyes-uinimax principla” equivalsat, in more ganeral form,
to the decision rule I propoesd in am esrlier wressntation of this peper
(Desmmber, 1960); but both of thess lacked the crucial motions dsveloped
1n the Nodges and Lelmasn agproech of & “best eetimate” distribution y°
@i o “cenfidence” paremster /2.

D snis toterpretrshion of the beherior-gettern comtrests to the
hypothesls or deciaien rvie advenced Yy Pellser ia %he acOWmPEY My
artiels 4a this qupestiwm. Rllner soens Wmistalebly 10 be dsaling vith
the emne phensnmne discusesd hete, and his proposed technique of meesuring
a poresa‘s odjostive pwhebilities and Wiilities in relmively
"wnmblgueus” sttuatiens end then using theee measurtments 40 calibrate
his wmesrtaisty in meee abigwus eavircumsnts seems %0 s & WOst valuable
soures of sov date and Nypotheses. Javeover, his descriptive date and
intuitive eonjectures land encowreging swport %0 the findings reported
here. Nowsver, his solutioa to the prublem supposes a singls set of
veights determined independently of payoffs (presmsdly corresponding to
2 "best estimates” here) and a "correction fector,” reflecting the
degree of mabiguity or confidencs, which operstes oo these weights in a
menner indspendent of the structure of pgyoffs. I am not entirely clsar
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on the behavioral implications of Fellner's nodel or the decision rule it
Inplies, Lt in view of theee properties I an dcubtiul vhether it can
accoumt adequstely for all the bebavior discussed above.



RISK, AMBIGUITY, AND THE SAVAGE AXIOMS
Daniel Ellabergh
The RAND Corporation, Santa Monica, California
I. ARE THERE UNCERTAINTIFS THAT ARE NOT RISXS?

There has always been a good deal of skepticism about the behavioral
significance of Frank Knight's distinction between "messurable uncertainty" o
"risk," which may be represented by numerical probabilities, and "unmeasurab’
uncertainty"” which cannot. Knight maintained tbat the latter "un- rtainty”
prevailed -- and hence that numerical probabilities were inapplicable -- in
situations when the decision-maker was ignorant of the statistical freque. -
cles of events relevant to his decision; or when a priori calculations were
impossible; or when the relevant events were in some sense unique; or when a
important, once-and-for-all decision was concemed.l (For this and subseque
footnotes, see end of paper.)

Yet the feeling has persisted that, even in these gituations, ronple ten
to behave "as if" they assigned numerical probabilities, or "degrees of
belief," to the events impinging on their actions. However, it is hard eithe
to confirm or to deny such a proposition in the absence of precisely-defined

procedures for measuring these alleged "degrees of belief."

* Any views expressed in this paper are those of the author. They should
not be interpreted as reflecting the views of The RAND Corporation or the
official opinion or policy of any of its governmental or private reseearch
sponsors. Papers are reproduced by The RAND Corporation as a courtesy to
members of its staff.

Research for this paper was done while the author was a member of the
3ociety of Fellows, Harvard University, 1957. An earlier version was reed
before the Econometric 3ociety at its December 1900 meeting in 3t. Louis;
and the present version incorporating changes in Section I1I will appear in
the November 1961 issue of the Quarterly Journal of Econemics, in a symposium
on decision-making under uncertainty, togsther with a contribution by
William Fellner and a note on the present paper by Howard Raiffa. Iu re-
vising Section III, the author was particularly stim:lated by discussions
with A. Madansky, T. Schelling, L. Shapley, and 3. Winter.
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What might it menn operationally, in terms of refutable predictions about
observable phenomena, to say that someone behaves "as 1f" he assigned quanti-
tative likelihcods to eventas: or to say that he does not? An intuitive
ansver may emerge 1f we consider an example proposed by Shackle, who takes
an extreme form of the Knightian position that statistical information on
frequencies within & large, repetitive class of events is strictly irrelevant
to a decisfon vhoge outcome depends on a single trial. Shackle not only
rejects numerical probabilities for representing the uncertainty in this
situation; he maintains that in situations where all the potential outcomes
seem "perfectly possible” in the sense that they would not violate accepted
laws and thus cause "surprise,” it is impossible to distinguish meaningfully
(1.e., in terms of a person's behavior, or any other observations) between
the relative "likelihoods" of these outcomes. In throwing a die, for instauce,
it would not surprise us at all if an ace came up on a single trial, nor if, cr
the other hsnd, some other mmber came up. 350 Shackle concludes:

Suppose the captains in a Test Match have agreed that instesd of

tossing a coin for a choice of innings they will decide the

matter by this next throw of a die, and that 1 it shows an ace

Australia shall bat first, if any other mumber, then England

shall bet first. Can we nov give any meaningful ansver vhatever

to the question, "Who will bat first?" except "We do not know?"2

Most of us might think we cculd give better answers than that. We could
say, "England will bat first," or more cautiously: "I think England will
probably bat first.” And if Shackle challenges us as to what we "mean" by
that statement, it is quite natural to reply: "We'll bet on England; and
we'll give you good odds."

It so happens that in this case statistical inforration (on the
behavior of dice) 1s available and does seer relevant even to a "single

shot" decision, our bet; it will affect the odds we offer. As Damon Runycn
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once said, "The race is not always to the swift nor the battle to the
strong, but that's the way to bet." However, it is our bet itself, and not
the reasoning and evidence that lies behind it, that gives operational
meaning to our statement that we find one outcome "more likely" than
another. And we may be willing to piace bets -- thus revealing "degrees
of belief" in & quantitative form -- about events for which there is no
statistical information at all, or regarding which statistical information
seems in principle unobtainable. If our pattern of bets were suitably
orderly -- 1if it satisfied certain postulated constraints -- it would be
possidble to infer for ourselves numerical subjective probabilities for
events, in terms of which some future decisions couw d be predicted or
described. Thus a good deal -- perhaps all -- of Knight's class of
"unmeasureble uncertainties” would have succumbed to measurement, and
"risk" would prevail instead of "uncertainty."

A number of sets of constreints om choice-behavior under uncertainty
have now been proposed, all more or less equivalent or closely similar in
spirit, having the implicatson that -- for a "rational" man -- all uncer-
tainties can be reduced to risks.’ Their flavor is suggested by Ramsay's
early notions that, "The degree of a belief is...the extent to which we
are prepared to act upon 1t," and "The probability of 1/3 is clearly
related to the kind of belief vhich would lead t0 & bet of 2 to 1.""'
Starting from the notion that gambling choices are influenced by, or
"reflect," differing degrees of belief, this approach sets out to infer
those beliefs from the actual choices. Of course, in general those choices
reveal not only the person's relative expectations but his relative prefer-

ences for outcomes; there is a provlem of distinguishing betwcen these.
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But if one picks the right choices to observe, and if the Savage postulates
or some equivalent set are found to be satisfied, this distinction can be
made unambiguously, and either qualitative or, ideally, numerical probe-
bilities can be determined. The propounders of these axioms tend to be
hopeful that the rules will be commonly satisfied, at least roughly and
most of the time, because they regard these postulates as normative maxims,
widely-acceptable principles of rational behavicr. In other words, people
should tend to behave in the postulated fashion, because that is the way
they would vant to behave. At the least, these axioms are believed to
predict certain choices that people will make when they take plenty of
tine to reflect over their decision, in the light of the postulates.

In considering only deliberate decisions, then, does this leave any
roam at all for "unmeasurebls uncertainty”: for uncertuinties not reduc-
1ble to "risks,” to quantitative or qualitative probabilities?

A side effect of the axiomstic approach is that it supplies, at last
(as Knight did not), a useful operational meaning to the proposition that
pecple do not always assigned, or act "as though" they assigned, probabil-
ities to uncertain events. The msaning would be that with respect to
certain events they did not odbey, nor dic¢ tney wish to odbey -- even on
reflection ~- Savage's postulates or ~uivalen. rules. One could emphasize
here either that the postulates fa‘’cl to bu acceptable in those circum-
stances as normative rules, or that ihey failed to predict reflective
choices; I tend to be more interestsd in the latter aspect, Savege no
joubt in tke former. (A third inference, which H. Raiffa favors, could be
that people need more drill on the importance of conforming to the Savage
axioms.) But from either point of view, it would follow that there would
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be simply no way t0 infer msaningful probabilities for those events from
their ehoices, and theories which purported to describe their uncertainty

in terms of probabilities would be quite inapplicable in that area (unless
quite different operations for meesuring probability vere devised). More-
over, such people could not be described as maximizing the rathematical
expectation of utility on the basis of numerical probasbilities for those
events derived on any besls. Nor would it be possible to derive numerical
"von Neumsnn-Morgenstern' utilities from their choices among gambles
involving those events.

I propose to indicate ‘a class of choice-situations in which many
otherwvise reasonable pecple neither wish nor tend to conform to the
Savage postulates, nor to the other axiom sets that have been deviased.
But the implications of such a finding, if true, are not wholly destructive.
First, both the predictive and normative use of the Savage or equivale.nt
postulates might be Lmproved by avoiding attempts to apply them in certain,
specifiadble circumstances vhere they 4o not seem acceptable. Second, we
might hope that it is precisely in such circumstances that certain
propoaals for alternative decision riles and non-probabilistic descriptions
of uncertainty (e.g., by Knight, Shackle, Hurvicz, and Hodges and Lehmann)
might prove fruitful. I believe, in fact, that this 1s the case.
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II. UNCERTAINTIES THAT ARE JOT RISKS

Which of twc eveats, &, B, does an individual consider “more likely"?
In the Ramssy-Sevage approach, the basic test is: On which event would

he prefer to stake a prize, or to plaee a given bet! By the phrage,

"to offer a bet on " we shall mean: to make available an action with
consequence & if ¢ oceurs, (or, as Bavage puts 1t, if & "obtains")
and b if & does not occur (i.e., 1f &, or "not-a® occurs), where a

ic preferable to b.

Suppose, then, that we offer a subject alternative bets "en" C
and "on" B (&, P nced not be either mutually exclusive or exhsustive,
mwm:wmumwuwm
miteally selustve). a p &B

I Ja b b

Gazbles
II b a b

The Remsay-Savage proposal 1is to interpret the persen's preference
between I ard II as revealing the relative likeliheod he: assigns to O

and f. If he does not dsfinitely prefer II to I, it is te be inferred
that he regards @ as "not less prodedle than® §, vhich we will write:
az .

For example, in the case of Shmekle's illustration, we might be
allowed to bet either that England will bat first or thet Australia
will (thaese two events being complementary), staking & $10 prisze in
either cace:

England first Australis first
I $10 $0

II $0 $10
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If the event were to be determined by the toss of a die, ingland to bat
{irst if any mumber but an ace turned up, I would strongly prefer
gemble I (snd if Shackle should really claim indifference between I and II,
I would be anxious to make a side bet with him). If, on the other hand,
the captains were to toss a ccin, I would be indifferent between the two
bets. In the first case an observer might infer, on the basis of the
Femsey-Savage axiams, that I regarded England as more likely to bat first
than Australis (or, an ace as less likely than not to came up); in the
second case, that I regarded Heeds and Tails as “equally likely."

That inference yould, in fect, be a little hasty. My indifference
in the second case would indeed indicate that I assigned equal prolabilities
to Heeds and Tails, if I assigned any probabilities at all to those events;

but the latter condition would remain to be proved, and it would take
further choices to prove it. I might, for exmuple, be s “minimaxer,”
vhose indifference betwesn the two bets merely reflacted the fact that
their respective "worst outcomes” were identical. To rule out such
possibvilities, it would be necessary to examine my pattern of preferences
in a pumber of wellechosen cases, in the light of certain axiomatic
constraints.

In order for any relationship @mng events to have the properties
of & "qualitative probability relationship,” it must be true that:

(a) @ is a camplete ordering over events; for any two events Q, B,
either & is "not less probable than” B, or B is "not less probable than"

@, and iIfc>pand p>17, thenc > 7,

(b) If a is more protable than B, then "not-a™ (or, &) is less probvable

than not-B (B); if & is equally probsble to G, and B is equally probable
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to B, then O is equally probable to 8.

(c) 1If @ end yare mutually exclusive, end so are § and y(i.e., if Qny=
B8n7=0), and if & is more probable than B, then the union (avy ) is more
probable than (Bu7 ).

S.vage proves that the rohtionlhip@nong events, inferred as above
from choices smong gambles, will have the above properties if
the individual's pattern of choices obeys certain postulstes. To indicate
scme ot these briefly:

Pl: Complete ordering of gmmbles, or “actions.” Ir the example
below either I is preferred to II, II is preferxed to I, or I and II are
indifferent. If I is preferred to 1II, and II is preferred or indifferent
to I1I, then I is preferred to III (not showm).

o [} a3
I e b
p 8 ¢ b ' b

P2: The choicchM.ctimmtbomwwc value
of payoffs corresponding to events for which both actiens hawv the ssne
payoff (i.e., by the value of payoffs in a constent column ). Thus, if
the subject preferred I to II in the example above, he should prefer
III to IV, below, when & and b are unchanged and c takes any value:

o [ &np
I re b e
Iv b s c

This corregsponds to Savags's Postulate 2, which he cells the "Sure-

Thing Principle” and which bears great weight in the analysis. One
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retionals for it smounts to the following: Suppose that a person would
not prefer IV to III if he knev that the third column would not "obtain";
u,mmmm,mmmmmmcm&om,m
would still not prefer IV to IXI, since the payoffs (whatever they are)
are equal. 8o, since he would not prefer IV to III "in either event,”
he should not prefer IV vhen he does not knov vhetlsr or not the third
column vill obtain.

"Except possibly for the sssumption of simple ordering,” Savage
asserts, *I knov of no other extralogical principle governing decisions
that £inds such reedy scceptance."’

P4 The choice in the above example must be independent of the values
of 8 and b, given their ordering. Thus, preferring [ to IX, the subject
should prefer V to VI below, vhen & > e

a [ &aB

v fa e ¢

A 24 o a )

This is Savage's Fostulate &, the independence of probabilities and pay-
offs. Roughly, it specifies that the choice of event on vhich a person
prefers to stake a prige should not bs affected by the sise of the pritge.
In combinstion with & "non-controversial® Postulste P3, (corresponding

to "adnissibility", the rejection of donminated ections), these four
postulates, if generally satisfied by the individual's choices, imply

that his preference for I over II ( or III over IV, or V over VI) may
safely be intorpreted ss sufficient evidence that he regards @ as "not

less probable then" B; the relatiouship "not 1 probable than" thus

operationally defined, will have all the properties of a "qualitative
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probability relationship.” (Other postulates, which will not bde
considered here, are necessary in order to estadlish numericel probabil-
ities.) In generel, as one ponders these postulates and tests them intro-
spectively in a variety of hypothetical situations, they do indeed appear
plausidle. That is to say that they do seem to have wide validity
ummtincuum(m-,uwuumw);twmm6
roughly accurate in predicting certain aspects of actual choice behavior
in mny situations and detter yet in predicting reflective dehavior in
those situations. 70 the extent “his 1s true, it should de possible to
infer from certain gambling choices in those situations at leest a
qualitative prodbedility relationship over events, corresponding to a
slven person's "degrees of belief."

lat us nov consider sowe situations in vhich the Savage axioms do
not seem 80 plausidle: ciroumstances in which none of the above conclu-
sions may appesr valid.

Consider the folloving kypothetioal aperiment. Let us suppose
that you confrout two wmns containing red and black balls, from one of
vhich a ball vill be drewn at rendom. To "bet un Red," vill mean
that you choose to d&rew from Umn I; and that you vill receive a prize a
(say $100) 1fyoud:wcnaml('ubdxocm')undsnucr
azmount b (say, $0) 1f yu drev a black ("if not-Red; occurs”).

You have the following information. Urm I contains 100 red and
black bails, dbut in a retio eantirely uniknown to you; there may be frou
0 to 100 red balls. In Urmn II, you confirm that there are exactly 50
red and 50 black balls. An observer -- who, let us say, is ignorant of

the state of your information about the urns -- sets out to neasure
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your subjective probabilities Yy intesrogating you as to your preferences
in the following pairs of gmbles:

) WS 'ﬁichdommumm,uxornnkx:ormm
indifferent?® That is, drewing & ball from Um I, on vhich “"event" do
you prefer the §100 stake, Red or Black: or do yuwu care?

2. “Wich woul you prefer to bet on, Red, or Kleek  t°

3. WhmmmMQ,MxorNutJ

M. mummwmm,mx!o:nuhnv'7

mummuwwnmmummum,m
mW(ﬂnWm).a Judging from & large nmber of
respongse, under adbeslutely nco-experimental conditions, your answvers to
these last two Questions are liksly to full into one of three groups. You
mxy still be indifferent within each pair of options. (If so, you may sit
back nov and wateh for swhile). Bt &f you are in the majority, you will
mummum-%munﬁ.m%
mmwn.n&. The preferences of ¢ mall minority un the other way,
pnnmmmhtxumn,umxxwmx‘n.

If you are in either of these latter groups, you are now in trouble
vith the Savage axioms.

fupposs that, bet’‘'ng on Red, you preferred to drew out of Umrn II.
An observer, applying the basic rule of the Remsay/Savege epproach,
wuld infer tentatively that you regarded hdu as "more probably than”
RedI. He thon ohserves that you also profer to bet on thkn rather
than ahckl. L. .ve he cannot conclude that you regard Redn as more

probable t:an Red. 1, at the sape time, not.-lhdn as more probable
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than not-lbax - this being inconsistent vith tue esssntial properties of
provability relatienshipe -- he must concluds that your choices are
not revealing judgmments of "probdability” st all. 8o fec as these events
are concerned, it is impoesidle to infer probabilities fram your choices;
you must inevitably be violating some of the Savage axicms (epecifically,
P1 ad P2, complste ordering of actions snd/or the Sure-thing Principle).’

m-.tpplinuywmmtobttmmtmmxnmr
than Red , or Blackyy. Moreover, harking back to your earlier (hypothetical)
replies, any ons of these preferences involves you in conflict with the
axiaas. JYor if one is t0 interpret from  cur snsvers to the first two
p.-tmmmazuwm'tomux,munum
m-wwmmn,umha‘(unutx)Mquuqu
Mn(ortomn),memmmmummr
the other lesds to & comtrediction.’

It might be cbjected that the asemed total ignorence of the retio
of red and blagk balls ir (An I 19 en unrealistic cendition, lesding to
erratic decisions. lat us sypese instead that you have been allowed to
drev a rendon emxple of two balls fram Urn I, and that you have drawn one
2ed and one black. Or a smxple of four: two red and two black. Buch
conditions 40 net seem to change the obeerved pattern of choices appreciably
(although the reluctance to drev fram Urn I goes down semevhat, as shown
for exmmple, by the maount & subject will pay to drew fron Urn I; this
sti1l]l remains well belov vhat he will pay for Urn II). The same conflicts
with the axioms appear.

long after bveginning thees observations, I discovered recently that

Kailght had postulated an identical camparison, between & man who knows that
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there are red and btlack balls in an wn but 18 igaorant of the numbers
of each, and anotper who knows their exact proportion. The results
indicated above directly contradiet Knight's own intuition about the
situation: "It must be admitted that practically, if any decision as to
conduct is involved, such as a wager, the first man would have to act on

the supposition that the caances are equal.™°

If indeed people were
caipelled toact on the bvasis of same Principle of Insulficient Reason
when they lacked statistical informatlon, there would be liitle Iinterest
in Knight's own distinctions between risk and uncertainty so far as
conduct were involved. But as nany people predict thelr own conduct in
such hypothetical situations, they do not feel obliged to act "as ii™
taey assigned piobabilities at all, equal or not, in this state of
i:.210rance.

Another example ylelds a direct test of one of the Scvage postilaucs.
Inagine an urn known to contain 30 red balls and GO black and yellow vails,
tiie latter in unimown proportisn. (Alternatively, imagine that a sample
ci two drawn from the 60 black and ysllow bells has resulted in one vlack
and ons yellow). One ball 1s to be drawn at random fram the wm;

the following actions are congidered:

K Y 60
Pt gt
Red Black Yellow
I $100 $0 $0
II % $100 $0

Action I 1s "a bet on Red," Il 1s "a bet on Black." Which do you prefer:?

Jow conslder the folloving two actiona, under the sane ciicumstances:

30 (58]
Red Black Yellow
III  $100 &0 $100
v %0 $100 4100
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Action III is & "bet on Red or Yellow"; IV is a "bet on Blsck or Yellow."
Which of these do you preferi Teke your timel

A very Trequent pattern of response is: action I preferred to II,
and IV prefe.red to III. Less frequent is: II preferred to I, and II1I
preferred to IV. Both of these, of course, violate the Sure-thing
Principle, which requires the ordering of I to II to be preserved in
III and IV (since the two pairs differ only in their third column,
constant for each pc:Lr).]'l The first pattern, for example, implies that
the subjcct prefers toc bet "on"™ Red rather than "on™ Black; and he also
poefers to vet "apainst” Red rather than "against® Black. A relationship

nore likely than" inferred fom his choicea would fail condition (b) above
of & "qualitativc probability relationship,” since it would indic:te that
a2 regarded Red as more likely than Black, but also "not-Red" as more
1iiely than "not-Black."™ Moreover, he waild be acting "ss though" he
1cgarded "Red or Yellow" as less likely than “Black or Yellow,™ although
Red vere more likely tbhan Black, and Red, Yellow and Black were mutually
exclusive: thus violating condition (c) above.

Once again, it is impossidble, on the basis of such choices, to infer
even quelitative probubilities for the events in question (spccifically,
for events that include Yellow or Black, but not both). Morcover, for any
velues of the payoffs, it is impossible to find probability numbers in
teris of which these choices could be described -- even roughly or
approximately ~- as maximizing th: mathematical expectation of utility.lz

You right now peuse to reconsider your repilies. If you should repent
ot rour violations -- if you should decide that your choices lrplying

conflicts with the axicns were "mistaizes" end that your "real” preferences,



upon reflection, invelve no such inconsistencies -- you confirm that the
Savage postulates are, if not descriptive rules for you, your normative
criteria in these situations. But this is by no msans & universal
reaction; on the contrary, it would be exceptional.

Responses do vary. There are those who do not vioclate £he axioms,
or say they won't, even in these situations (e.g., G. Debreu, R. Schlaiffer
P. Samuelson); such subjects tend to apply the axioms rather than their
intuition, and when in doudbt, to apply some form of the Principle of
Insufficient Reason. 3Some violate the exioms cheerfully, even with guste
(J. Marschak, N. Dalkey); others sadly but persistently, having looked
into their hearts, found conflicts with the axioms and decided, in
Samuelson's phrsce,ls to satisfy their preferences and let the axioms
satisfy themselves. Still others (H. Raiffa) tend, intuitively, to
violate the axioms but feel guilty about it and go back into furthe.
analysis.

The important finding is that, after re-thinking all their "oftending"
Qecisions in the light of the axioms, a number of people vho are not only
sophisticated but reasonable decide that they wish to persist in their
choices. This includes people who previously felt a "first-order
comnitment” to the axioms, many of them surprised and some dismayed to
find that they wished, in these situations, to viclate the 3ure-thing
Principle. 3ince this group included L. J. Savage, vhen last tested by
me (I have been reluctant to try him again), it seems to deserve respect-

ful consideration.
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ITI. WHY ARE SOME UNCERTAIMTIES NOT RISKS?

Individuals who would choose I over II and IV over III in the example
above (or, II over I and III over IV) are simply not acting "as though"
they assigned numerical or even qualitative probabilities to the events in
question. There are, it turns out, other ways for them to act. But what
are they doing?

Even with so few observations, it is possible to say some other
things they are not doing. They are not "minimaxing"; nor are they applying
a "Hurwicz" criterion," maximizing a weighted aversge of ninimum payoff
and maximum for each strategy. If they were following any such rules
they would have been indifferent between each pair of gambles, since all
bave identical minime and maxims. Moreover, they are not "minimaxing
regret," since in terns of "regrets" the pairs I-II and III-IV are
1dentiear.

Thus, none of the familiar oriteria for predicting or prescriding
decisionmaking under uncertainty corresponds to this pattern of choices.
Yet the choices themselves do not appear to bde careless or random. They
are persiastent, reportedly deliberate, and they seem to predonminate
empirically; many of the people vho take them are eminently
reasonable, and thay insist that they want to behsve this way, even though
they may be generally respectful of the Savage axioms. There are strong
indications, in other words, not merely of the existence of reiiable
patterns of blind behavior but of the operstion of definite nornative
criteria, different from and conflicting with the familiar ones, o vhich
these pecple are trying to conform. If we are talking about you, among
others, we might call on your introspection once again. What 4did you

think you were doing? What were you trying to do?
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Cne thing to be explained is the fact that you probably would not
violate the axioms in certain other situations. In the wm exarple,
although a person's choices may not allow us to infer a probability for
Yellow, or for (Red or Black), we may be able to deduce quitc definitely
that he regards (Yellow or Black) as "more 1ikely than" Red; in fact, we
might be able to arrive at quite precise nimerical estimtes for his
probebilities, approximeting 2/3, 1/3. What is *he difference between
these uncertainties, that leads to such different deharior?

Responses from confessed violators indicate that the difterence is

not to be found in terms of the two factors coumonly used to determine a
choice situation, the relative desirability of the possible payoffs and
the relative likelihood of the events affecting them, but in a third
dimension of the problem of choice: the nature of one's information

) concerning the relative likelihood of events. Whet 1is at issue might be
called the ambiguity of this information, a quality depending on the
amount, type, reliability and "unanimity” of information, and giving
rise to one's degree of "oonfidence” in an estimate of relative likelihoods.

Such rules a8 xinimaxing, maximaxing, Huwrvics criteris or minimaxing

regret are usually prescribed for situations of "complete ignorance,”
in wvhich a decisionmaker lacks any information whatever on relative
likelihoods. This would be a case in ou> urn exsmple if a subject had no
basis for considering eny of the possible probability distributions over
Red, Yellow, Black -- such es (1,0,0), (0,1,0), (0,0,1) -- as a better
estimates, or basis for decision, than any other. On the other hand, the
Savage axioms, and the general "Bayesian" approach, are unquestionably
appropriate wvhen a subject is willing to base his decisions on a definite
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and precise choice of a particular distribution: his uncertainty in such
a situation is unequivocally in the form of "risk.”

But the stgte of information in our urn exsmple can be charscteriged
neither as "ignorence" nor "risk" in these senses. Each subject does
know enough about the problem to rule out a number of possible distribu-
tions, including all three mentioned above. He knows (by the tems of
the experiment) that there are Red balls in the urn; in fact, he knows
that exactly 1/3 of the balls are Red. Thus, in his "choice" of a sub-
Jective probability distribution over Red, Yellovw, Black ~- if he wanted
such an estimate as a basis for deciaion -- he is limited to the set of
potential distributions between (1/3, 2/3, 0) and (1\/3, 0, 2/3): i.e., tc
the infinite set (1/3,A, 2/3-A), O0<A< 2/3 . Llacking sny observations
on the number of Yellow or Black balls, he may have little or no information
indicating that one of the remaining, infinite set of distributions is
more “likely," more worthy of attention *than any other. 12 e should
accumulate some observations, in the form of small szuple distributions,
this set of "reasonable"” distridutions would diminish, and a particular
distribution might gather increasing strength as a candidate; but so lorg
as the samples remain amall, he may be far froa able to select one from s
number of distridbutions as a unique basis for decision.

In some situations where two or more probability distributions over
the states of nature seem reasonable, or possidle, it may still be
possible to drav on different sorts of evidence, establishing probability
weights in turn to these different distributions to arrive at a final,
composite distribution. Even in our examples, it would be misleading to
place much emphasis on the notion that a subject has no information about



